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Abstract- In this paper an analysis of the classical high-

order Extremum Seeking Control (ESC) scheme is 

presented in comparison with an improved ESC variant 

proposed here. The proposed ESC scheme is based on a 

band-pass filter instead of the series combination of high-

pass and low-pass filters used in the classical ESC 

scheme. The relation between the search speed and the 

derivatives of the unknown input-to-output map and the 

cut-off frequencies of the band-pass filter is shown. The 

analytical results are validated by the simulation 

performed. Also, the ratio of the search speed is estimated 

analytically during the search speed based on the 

derivatives of the unknown input-to-output map. The 

performance of the proposed ESC scheme related to the 

search speeds is clearly highlighted in this paper based on 

the ratio of these search speeds that are computed and 

estimated by simulation, too. 

 

Keywords: Nonlinear Dynamic Plant, Extremum Seeking 

Control, Search Speed, Renewable Energy Sources, 

Maximum Power Point (MPP), MPP Tracking (MPPT). 

 

I. INTRODUCTION    

In general, a nonlinear dynamic plant has an unknown 

input-to-output map, y = f(x), having one or more 

extremes (maximums or minimums). Usually, in the 

stationary regime, the energy sources such as renewable 

(Photovoltaic (PV) panels, Wind Turbines (WT), etc.) or 

Fuel Cells (FC) type have only one Maximum Power 

Point (MPP) related to the control variable used (the 

current or voltage) [1, 2] (Figure 1). This MPP must be 

tracked in dynamic regime, too [3, 4]. 

The MPP tracking (MPPT) algorithms were 

intensively developed for different areas of the PV panels 

[5]. The nonlinear behavior of the PV systems in shading 

conditions could generate rapid variations of the MPP 

(with solar irradiance level and temperature) that can 

generate multiple extremes, which complicates the 

tracking of the global MPP. A variety of MPPT 

algorithms have been proposed and implemented in the 

last decades. The review paper [6] introduces a 

classification scheme for the MPPT methods based on 

three categories: offline, online and hybrid methods.  

In other review [7] MPPT algorithm are classified as 

conventional, computational methods (based on models), 

and soft computing techniques (based on artificial 

intelligence algorithms). Those classifications may be 

easily extended to other types of energy sources based on 

the reported applications for the WT [8] and FC [9].  

 

 
 

Figure 1.  Searching of the MPP based on dither signal ESC scheme 

 

Note that from the first group, which is usually 

referred as the conventional MPPT algorithms, the most 

popular three methods (together  with their variations) are 

the Perturb and Observe (P&O) [10], the Incremental 

Conductance (IC) [11] and the Hill Climbing (HC) [12]. 

All of the above mentioned MPPT methods use fixed or 

variable small iteration steps to track the MPP, which 

finally set the values for the accuracy and search speed 

indicators. Note that these performance indicators 

typically require opposite design values for the iteration 

steps. Thus, if the step-size is decreased to obtain a higher 

tracking accuracy, then the searching speed will be lower 

and vice versa.  

Therefore, the advanced MPPT techniques usually try 

to solve this by using a more complex algorithm. 

Anyway, even if high values are obtained for the search 

speed based on computational method, the tracking 

accuracy is still dependent on the model used [5]. 
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The group of soft computing techniques includes 

Artificial Intelligence (AI) algorithms such as the Fuzzy 

Logic Controller (FLC) [13], Artificial Neural Network 

(ANN) [14] and Evolutionary Algorithms (EA) [15]. As 

it was mentioned before, these AI-based MPP tracking 

algorithms are used to optimize the MPPT operation 

related to the search speed [15], level of tracking 

oscillations [16] and robustness under variable irradiation 

[17]. These AI-based MPP tracking algorithms are of 

interest in the multi-modal problem that appears in the 

dynamic regime for an energy source stack obtained by 

series and parallel connection of the basic components. 

Beside these, there are other MPPT algorithms, 

described in literature, based on real-time optimization 

methods such as the Ripple Correlation Control (RCC) 

[18] and ESC [19] schemes. These MPPT schemes are 

based on an injected signal, which is named dither, or on 

a ripple that normally overlaps on the power signal of 

energy source: (1) the low frequency (LF) ripple and (2) 

the high frequency (HF) ripple, having harmonics at 

multiples of the grid and switching frequency.  

The analysis performed in this paper is focused on the 

performance of the ESC schemes. 

It is known that the use of the classical ESC schemes 

can not solve the performance problem for both 

indicators: it is impossible to simultaneously obtain a 

high search speed and a good tracking accuracy [20]. 

Consequently, advanced ESC schemes were reported in 

literature [21, 22]. The main classes of ESC approaches 

are perturbation-based [23] and model-based methods 

[24]. 

This paper will concern itself with the ESC schemes 

discussed in [25, 26], being focused only on the analysis 

of the Band Pass Filter ESC (bpfESC) scheme, used to 

evaluate the search speed. In the above mentioned 

references a real-time optimization method based on the 

ESC scheme is proposed to increase both search speed 

and tracking accuracy indicators, related to the use of an 

energy source such as a PV panel [25] or a FC stack [26].  

The paper is organized as follows. Section 2 presents 

the classical High-Order ESC (hoESC) and bpfESC 

schemes used in simulation. If the transfer function of the 

BP filter from the bpfESC scheme is equivalent with the 

series combination of the High-Pass (HP) and Low-Pass 

(LP) filters from the ho ESC scheme, then the hoESC and 

bpfESC schemes are functionally equivalent, too. This 

aspect is briefly shown in this section. 

Section 3 deals with signal processing in the loop of 

the bpfESC scheme. An analytical analysis of the bpfESC 

scheme in the frequency domain is presented in this 

section. The main results obtained on the evaluation of 

the search speed are shown for both ESC schemes, too. 

Section 4 deals with the analytical estimation of the 

speeds ratio during the search phase. The comparative 

results are shown in Section 5 using both ESC schemes 

applied on three know input-to-output map. The 

performance of the bpfESC scheme related to the search 

speed is clearly highlighted in this section based on the 

shown simulation results. The last section concludes the 

paper. 

II. ON THE EQUIVALENCE OF THE HOESC AND 

BPFESC SCHEMES  
Only using the measurements of the plant output, y 

(for example, the power signal of the energy sources), the 

ESC schemes performs a tuning of the plant input, x, so 

that y = f(x) is either minimized or maximized (Figure 1). 

The initial value, x0, must be set in the region of the MPP 

attraction (see Figure 2) to assure y  yMPP, even if the 

noise level, n, is high. The analysis of the hoESC (Figure 

3) and bpfESC (Figure 4) schemes is performed in this 

section. It can be observed that both ESC schemes have 

the same operating relationships, excepting the signal 

filtering and demodulation [20, 24, 25]. 
 

 
Figure 2. BPF extremum seeking control (bpfESC) scheme operating in 

closed loop 
 

 
Figure 3. Higher order extremum seeking control (hoESC) scheme 

 

 
Figure 4. BPF extremum seeking control (bpfESC) scheme 

 

For brevity, only relationships of the bpfESC scheme 

are shown below, considering GBPF(s) = GHPF(s)GLPF(s) 

= [YBPF(s)/YF(s)][YF(s)/YN(s)] = [s/(s+ωh)][ωl/(sωl)]: 

 y f x , outy y n  , N N outy k y   (1) 

 ,  , 

 , sin( )

F h F h N BPF N F

BPF l BPF l F DM BPF d

y y y y y y

y y y y y t

 

  

    

    
 (2) 

1loop DMy k y  (3) 

0 2 ,  , sin( )in in loop dg dg dx x x x y s s k t       (4) 

where Equations (1), (3), and (4) represent the input-to-

output map, the integrator, the MPP current controller 

based on xin reference, and Equations (2) represent the 

signal processing based on BPF and demodulation.  

The following notations are used (Figure 4): 

- k1 is the loop gain; 

- k2 is the gain of the dither amplitude; 

- ωd is the frequency of the dither signal; 

- ωl = ld, 0<l<6, is the cut-off frequency of the LPF; 

- ωh = hd, 0<h<1, is the cut-off frequency of the HPF; 

- yN is the signal after normalization (to the maximum 

value of y, yMPP); 

- yF is an intermediate variable related to HPF operating; 

- yBPF is the output signal from the BPF; 

- yDM is the signal after demodulation; 

- yloop is the output signal from the ESC loop; 

- xin is the estimation signal of the unknown parameter; 
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Relationships of the hoESC scheme related to signal 

processing based on BP & HP filters and demodulation are: 

 ,  , 

sin( )

F h F h N HPF N F

LPF l LPF l HPF

s s s s s s

s s s t

 

  

    

  
 (2’) 

where sN, sHPF, and sLPF are the signals after 

normalization, HPF, and LPF. 

If GBPF(s) = GHPF(ho)(s)GLPF(ho)(s), then: 

( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ,

( ) arg( ) ( ) ( )

BPF HPF ho LPF ho

BPF ho BPF ho HPF ho LPF ho

G G G

G

  

     



  
 (5) 

where, 

 

 

2

( ) h )

( ) ( ) ( )

( ) 1 1 ,

( ) arg( ) arctan ( )

HPF ho h( o

HPF ho HPF ho h ho d

G / /

G /

  

    

 

 

 (6) 

 

 

2

( ) ( )

( ) ( ) ( )

( ) 1 1 ,

( ) arg( ) -arctan ( )

LPF ho l ho

LPF ho LPF ho l ho d

G / /

G /

  

    

 

 

 (7) 

In this case, it was shown in [25] that the absolute 

ratio of the search speed values (KSS(bpf) and KSS(ho), 

respectively)  is: 

( ) ( )

( ) ( ) ( )

/

cos( ) / cos( )

SS SS bpf SS ho

HPF ho LPF ho HPF ho

R K K

  

 

 
 (8) 

If 

( ) ( )0 1 3h ho l ho    
 (9) 

then 

( )1 1/ cos( ) 1.0541SS HPF hoR     (10) 

the equality being when: 

( ) ( ) ( ) ( ) 1HPF ho LPF ho l ho h ho      
 (11) 

Thus, if GBPF(s) = GHPF(ho)(s)GLPF(ho)(s), then the 

hoESC (Figure 3) and the bpfESC (Figure 4) schemes 

have almost the same search speed. So, from this point of 

view, the hoESC and the bpfESC schemes are 

functionally equivalent. It was shown in [25] that almost 

the same tracking accuracy is obtained. 

Relationships (11) also define the condition to have 

the highest value of the search speed, KSS(bpf). It is 

important to know how much the search speed is 

improved for the bpfESC schemes, KSS(bpf), in comparison 

with basic hoESC (bhoESC) schemes, KSS(bho).  

If identical HP filters will be considered in both 

bpfESC and bhoESC schemes, which means identical 

cut-off frequencies:  

( ) ( )0 1h bho h bpf   
 (12) 

then the absolute ratio of the search speed values (KSS(bpf) 

and KSS(bho), respectively)  is: 

( ) ( ) ( ) ( ) ( )/ /SS b SS bpf SS bho LPF bpf LPF bhoR K K G G   (13) 

If 

( ) ( )0 1 3l bho l bpf    
 (14) 

then 

 2
( ) ( ) 1 0 95l bpf l bpf/ .     (15) 

 

 

Thus, following average approximation can be used [24]: 

2
( ) ( )1 1SS b l bhoR /    (16) 

In the next section a better approximation will be 

developed based on the signal processing in the bpfESC 

loop. 

 

III. SIGNAL PROCESSING IN THE BPFESC LOOP 

The probing signal related to the input-output map,     

y = f(x), can be approximated by the Taylor series: 

0
0

0

( )
( ) ( )

!

i i

i
i

x x d f
y x x

i dx






   (17) 

where (x0, y0 = f(x0)) is a point on the static power map, 

which slowly varies in time as it is shown in Figure 1. If 

the start point is considered the point (0, 0), then the ramp 

for t < tMPP is given by relationship:  

0 ( ) MPP

MPP

x
x t t G t

t
     (18) 

Note that tMPP is the time of simulation and G is the 

slope of the ramp used to test the nonlinear plant in open 

loop or it is the gradient that is estimated in closed loop, 

KSS. In both cases, the derivatives can be computed 

during the simulation based on relationship:  

1 (1)
0( ) / ( )

df df dx
x G f t

dx dt dt

    (19) 

In general: 

( )
0( ) ( ) ( )

i i
i i i

i i

d f d f
x G t G f t

dx dt

    (20) 

The main LF components in the bpfESC loop are set 

by the frequencies band of the BPF:  
[ ]

1

( ) sin( )
l

LF j d
j

x t a j t





  (21) 

where, considering (13), the integer [l] can be set higher 

than 3. The magnitudes of the LF components, aj, are 

lower than the x0 value, so: 

0 0LFx x x x    (22) 

and 

0dxdx

dt dt
  (23) 

Consequently: 

[ ] ( )

1 1

( )
( ) sin( )

!

l

i
i i

BPF N j d
i j

G f t
y t k a j t

i






 

   
   

    

   (24) 

 

A. Estimation of the Search Speed in the bpfESC Loop  

Estimation of the search speed in the bpfESC closed 

loop will be performed considering the following 

assumptions: 

- only three components of the Taylor series will be 

considered; 

- the BPF is ideal, having h(bpf) = 0.5 and l(bpf) = 3.5; 

- G =1 and kN = 1. 

Under these conditions the relationship (24) will become: 
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( )3 3

1 1

( )
( ) sin( )

!

i
i

BPF j d
i j

f t
y t a j t

i


 

   
   

    

   (25) 

If superposition technique will be considered, then the 

relation (25) will be written as: 

( )3 3

1 1

( )
( ) sin ( )

!

i
i i

BPF j d
i j

f t
y t a j t

i


 

   
   

    
   (26) 

The signal after the demodulation 

( ) ( ) sin( )DM BPF dy t y t t   (27) 

can be written as: 
3

1

( ) sin( ) cos( )DM sg j d j d
j

y t k b j t c j t 


   
   (28) 

where, 
(1) (3) 3

1 1( ) ( )

2 16
sg

f t a f t a
k

 
   (29) 

and 

   

 

(2) 2
1

1

(1) (3) 3
2 2

1

2

(3) 3 3(1)
1 31 3

2

(2) 2 2
2 1

3

(1) (3) 3
2 2

3

( )
,

8

( ) ( )
,

2 16

0,

( ) 4 3( )
,

2 48

( )
,

8

( ) ( )

2 16

f t a
b

f t a f t a
c

b

f t a af t a a
c

f t a a
b

f t a f t a
c




 
 



    
 

 


 
  

 (30) 

The ksg parameter will be computed in simulation 

based on next relationship:  
3 3

1 1
0 03

( ) ( )
2 16

sg

a adf d f
k x x

dx dx
     (29’) 

Relationships (30) can be used to estimate the 

harmonics magnitudes in the bpfESC open loop, but to 

accurately compute these magnitudes in the closed loop 

these relationships must be rewritten considering the 

derivates as above.  

The signal injected in the loop will be: 

1 1

3
1 1

1

( ) ( )

sin( ) cos( )

loop DM sg

j j
d d

d dj

y t k y t dt k k t

k c k b
j t j t

j j
 

 

   

 
  
  




 (31) 

The loop gain, k1, is set proportional to the dither 

frequency in order to assure the dither persistence in the 

ESC loop. So, if 

1 sd dk     (32) 

then 
3

( )

1

( ) sin( )loop SS bpf j d j
j

y t K t H j t 


       (33) 

where KSS(bpf) and Hj are the estimated values for the 

search speed in the closed loop and the magnitude of the 

j-harmonic, respectively:   

( )

2 2

SS bpf sg sd d

sd
j j j

K k

H b c
j

 



  

  
 (34) 

Note that KSS(bpf) and Hj parameters are time variables 

based on relationships (29) and (30). 

 

B. Estimation of the Search Speed in the bhoESC Loop 

The estimation of the search speed in the bhoESC 

closed loop will be performed considering the same 

assumptions as above, excepting that h(bho) = 1.5. 

The LF components in the bhoESC loop are LP 

filtered, thus only the first harmonic will be considered:  

1( ) sin( )LF dx t a t  (35) 

The signal after the HPF is: 

1 0( ) ( ) sin( )HPF d

df
s t a x t

dx
   (36) 

Thus, the signal after demodulation can be written as: 

(1) 2
1

(1) (1)
1 1

( ) ( ) sin( )

sin ( )

/ 2 cos(2 ) / 2

DM HPF d

d

d

s t s t t

a f t

a f a f t







  

  

  

 (37) 

Under the assumption mentioned above, the signal 

after the LPF will be: 
(1)

1( ) / 2LPFs t a f  (38) 

 (1)
1 1 1 ( )( ) ( ) / 2loop LPF SS bhos t k s t dt k a f t K t      (39) 

where, 

(1) 1
( ) 1 1 0/ 2 ( )

2
SS bho sd d

a df
K k a f x

dx
     (40) 

 

IV. ESTIMATION OF THE SPEEDS RATIO 

DURING THE SEARCH PHASE 

The ratio of the search speed values can be estimated 

based on relationship (35) and (40) as below:  

( )

( )
( )

( )
SS bpf

SS b
SS bho

K
R t

K
  (41) 

Because the magnitude of the first harmonic, H1, for 

the yBPF signals varies during the simulation in the closed 

loop, this magnitude will be estimated using the Fast 

Fourier Transform (FFT).  

Thus, in the closed loop, relationship (41) became:    
23
1

( ) 0 03

( )
( ) 1 ( ) / ( )

8
SS b

H tdf df
R t x x

dxdx
    (42) 

The computing block of the MATLAB-SIMULINK 

diagram (see Figure 5) estimates the absolute ratio of the 

search speed values based on (42). This diagram is used 

for comparative tests of the hoESC and bpfESC schemes 

in closed loop, considering different know input-output 

maps, yp = fp(x) = 1 - (1 - x)2p, p=1, 2, 3. Some simulation 

results will be shown in next section.  
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Figure 5. The diagram for comparative tests of the hoESC and bpfESC 

schemes using the same process in the closed loop 

 

V. SIMULATION RESULTS 

The following parameters are used for bpfESC schemes 

in all simulations: sd = 0.2 (k1 = 2sdfd), h(bpf) = 0.18 and 

l(bpf) = 5.5. Besides these, two values are used for the 

dither frequency (fd) and for the gain of the dither 

magnitude (k2) to highlight some analytical results using 

the simulation performed. The used values for the dither 

are mentioned in each case. 

The derivatives for the input-output maps considered, 

yp = fp(x) = 1 - (1 - x)2p, p = 1, 2, 3, are: 

(1) 2 1
0 0 0

3
(3)

0 03

2 3
0

(3)
01

( ) ( ) 2 (1 ) , 1,2,3

( ) ( )

2 (2 1)(2 2)(1 ) , 2,3

( ) 0, 1

p
p

p

p

df
y x x p x p

dx

d f
y x x

dx

p p p x p

y x p





   

 

    

 

 (43) 

These relationships were used in the computing block 

for both ESC schemes. Firstly, some simulations are 

presented in Figure 6 related to the search phase for the 

bhoESC () and bpfESC () schemes with k2 = 0.001, 

using fd = 50 Hz (case a), and fd = 5 Hz (case b). As it was 

expected based on (1), the convergence time is 

proportional with dither frequency.  

Looking to the zooms shown in Figure 7 at t = 0.2 s 

(case a), and t = 2 s (case b), the ratio of the search speeds 

can be estimated for each of the input-output maps,        

yp = fp(x), as being about 1, 1.3, and 1.8 for p = 1, 2, and 

3, respectively. Note that the average value computed 

based on (16) is 1.2 and 2.2, for the l(bho) value of 1.5 

and 0.5, respectively.  

The search speed computed based on (34) and (29’) is 

shown in Figure 8 for the same cases and parameters 

mentioned above. The simulation results shown in Figure 

8 validate the analytical results presented above for the 

bpfESC scheme: 

- The shape of the KSS(bpf)  (top), ksg(bpf) (middle) and 

H1 (bottom) parameters during the search phase is the 

same (Figure 8). 

  
a) fd = 50 Hz b) fd = 5 Hz 

Figure 6. The search phase for the bhoESC () and bpfESC () 

schemes with sd = 0.2 (k1 = 2fd), k2 = 0.001, l(bho) = 1.5, h(bpf) = 0.18 

and l(bpf) = 5.5 

 
 

a) fd = 50 Hz b) fd = 5 Hz 

Figure 7. Zooms of the search phase for the bhoESC () and  

bpfESC () schemes with sd = 0.2 (k1 = 2sdfd), k2 = 0.001, l(bho) = 1.5, 

h(bpf) = 0.18 and l(bpf) = 5.5 
 

  
a) fd = 50 Hz b) fd = 5 Hz 

Figure 8. KSS(bpf)  (top), ksg(bpf) (middle) and H1 (bottom) during the 

searching phase for the bpfESC scheme with sd = 0.2 (k1 = 2sdfd),  

k2 = 0.001, h(bpf) = 0.18 and l(bpf) = 5.5, and different input-output map, 

yp = 1 - (1 - x)2p, p=1 (), 2 (), 3 () and 
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- The average value of the ksg(bpf) (middle) and H1 

(bottom) parameters is almost the same for both 

frequencies. 

- The initial value for the ksg(bpf) parameter is about 

0.07 (for p = 3) and 0.018 (for p = 2)  in both cases. Also, 

the initial value for the H1 magnitude is about 0.024 (for 

p = 3) and 0.09 (for p = 2) in both cases. On the other 

hand, considering the above comments and the value of 

a1 = H1, the initial value for the ksg(bpf) parameter can be 

estimated based on (29’) as: 

1
1(0) (0)

2
sg

a df
k p H

dx
     (44) 

It is easy to notice that the above simulation results 

validate the relationship (44). 

- Other values for the simulated ksg(bpf) parameter can 

be estimated based on (29’) and (44), too. Thus, the 

analytical result given by (34), related to the ksg(bpf) 

parameter, is validated through simulation. 

- Also, considering sd = 0.2 and fd = 50 Hz (case a), 

the initial value for the KSS(bpf) indicator is about 0.7 (for  

p = 3) and 0.18 (for p = 2). Thus, considering the initial 

value for the simulated ksg(bpf) parameter mentioned 

above, the sd parameter can be estimated based on (40) 

as 4.4/(3140.07)0.2 (for p = 3) and 1.2/(3140.018)0.21 

(for p = 2).  

- It is easy to notice that the values for the KSS(bpf) 

indicator are 10-times lower in case b, when the dither 

frequency is set to be 10-times lower than in case a. Thus, 

the analytical result given by (40), related to the KSS(bpf) 

indicator, is validated through simulation. 

Secondly, some simulations related to the search 

phase for the bpfESC schemes using a k2 gain (k2=0.1), 

which is 100-times higher than the above value, are 

presented in Figure 9, to highlight the second term of the 

relationship (29’). The k1 loop gain is set 10-times lower 

(sd = 0.02, fd = 50 Hz) than the above value to assure the 

loop stability.  

 

  
a) The search phase for different 

input-output map, yp = 1 - (1 - x)2p, 

p = 1 (top), 2 (middle), 3 (bottom) 

b) ksg(bpf) (top), KSS(bpf) (middle) 

and H1 (bottom) for different 

input-output map, yp = 1 - (1 - x)2p,  
p = 1 (), 2 (), 3 () 

Figure 9. The bpfESC scheme with sd = 0.02 (k1 = 2 fd), k2 = 0.1,  

fd = 50 Hz, h(bpf) = 0.18 and l(bpf) = 5.5 

The simulation results validate the analytical results 

presented above for the bpfESC scheme: 

- As it was expected based on (40), the convergence 

time is proportional with the product of the frequency and 

magnitude of dither. The convergence time is 10-times 

lower in Figure 10 than in Figure 7(a). 

- Considering the initial value for the KSS(bpf) indicator 

and ksg(bpf) parameter, the sd parameter can be estimated 

based on (34) as 20/(3143)0.021 (for p = 3) and 

6/(3140.9)0.021 (for p = 2). Thus, the analytical result 

given by (34) is further validated through simulation. 

The search phase is shown in the Y-X phase plane 

(Figure 10) for different yp = 1 - (1 - x)2p.  
 

 
Figure 10. The search phase is shown in the Y-X phase plane for 

different yp = 1 - (1 - x)2p, p = 1(), 2(), 3() 
 

The ratio of the search speed values can be estimated 

based on relationship (42), but also by the simulation 

shown in Figure 11.  

 
Figure 11. The ratio of the search speed values for the bpfESC scheme 

with sd = 0.02 (k1 = 2fd), k2 = 0.1, fd = 50 Hz, h(bpf) = 0.18 and  

l(bpf) = 5.5, and different yp = f(x) = 1 - (1 - x)2p, p = 2(top), 3(bottom) 
 

The simulation results validate the analytical results 

obtained based on (43): 

- Case p = 3: the initial ratio of the search speed is 

1+(120/6)(0.6)3/8=1.9; the initial ratio computed from 

the simulation results is about 2. 

- Case p = 2: the initial ratio of the search speed is 

1+(24/4)(0.4)3/8=1.12; the initial ratio computed from 

the simulation results is about 1.14. 
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Figure 12. Ripple during the stationary phase for the bpfESC 

scheme with sd = 0.02 (k1 = 2sdfd), k2 = 0.1, fd = 50 Hz, l(bpf) = 0.18, 

h(bpf) = 5.5, and different yp = 1 - (1 - x)2p, p = 1(top), 2(middle), 

3(bottom) 

 

Note that the dither has a higher magnitude during the 

search phase (bottom plot in Figure 8(b)). The ripple 

during the stationary phase is shown in Figure 12. 

The ripple measured during the stationary phase 

(around t = 4 s) is about 3.5% (for p = 1), 2.5% (for p = 2), 

2% (for p = 3). So, even if the period of the stationary 

phase is long enough, the ripple is higher than 2%. For 

example, if a PV panel has 10 kW power, then the power 

ripple is higher than 200 W, which means a lot from point 

of view of energy efficiency. As it was mentioned, a 

solution to improve the tracking accuracy was proposed 

in [25]. 

 

VI. CONCLUSIONS 

Besides the well known results that are also available 

for the proposed ESC scheme, such as the result about the 

convergence time (which is proportional with the product 

of the frequency and the magnitude of the dither), some 

new results related to the ESC scheme are shown in the 

first sections of this paper. The promising outcomes from 

this work are listed below. Note that these must be 

interpreted in the context of the modelling approach used. 

The analytical analysis was kept at a simple level in order 

to gain an initial understanding of the signal processing in 

the ESC loop. The main analytical results are: (1) the 

search speed values were estimated for both ESC 

schemes based on the derivatives of the unknown input-

output map; (2) the relationships to compute the 

harmonics magnitudes during the search phase were 

given; (3) the ratio of the search speed values can be 

computed during the search phase. 

All the analytical results shown were validated here 

by simulation. The main results are: (1) the search speeds 

that were estimated analytically based on the derivatives 

are also computed in simulation to validate the theoretical 

results; (2) the mean value of the speeds ratio during 

search speed was computed, validating that this is close 

to the average approximation of this ratio based on a 

frequency approach [26]; (3) the dither persistence is 

dependent to the cut-off frequencies of the band-pass 

filter; (4) the performance benefits arise from the greater 

flexibility of the bpfESC scheme. 
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