OVERCURRENT RELAYS COORDINATION AND PROPOSING AN ADAPTIVE METHOD OF COORDINATION OF RELAYS CONSIDERING OF NETWORK CHANGES
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Abstract- The networks are changing continually and these changes can be the result of a permanent fault, DG entrance, or omission of a set of loads, etc. We know that the overcurrent relays will work properly when they have accurate coordination between operating time when a fault occurs in network and other relays. For applying this coordination on relays, we have to know the network’s topology and Current through the relays. While that it is true that the network is work stable and unchanged. However, some of these changes with implementation of new conditions will result in a miscoordination of the settings of overcurrent relays. Therefore, there is a need for new coordination. In this article a sample network in a stable mode and the resulting changes that are because of DG entrance and also their effect on relay coordination before and after the change, are investigated.
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I. INTRODUCTION

One of the major impacts of the short circuit faults on a power system is the emergence of the sudden flow. Therefore, it is very common that the flow range is used as the major sign of identifying a fault. Thus, protection of the overflow is one of the protective methods that is widely used in power systems. This kind of protection that is named protection of the nondirective overflow relies on flow range. However, we often need to know that whether fault has happened in front of breaker or in the back of it.

This is possible if there is a circumstance that not only do we consider the flow range, but also the amount (value) of its phase according to the voltage of the place of relay, consequently, the direction of the fault in regards to the position of the radar can be identified. This kind of protection is called directive overflow protection and with more consideration one can find out that, the directive overflow protection has much more selection and identification power in comparison with nondirective overflow protection.

Another issue worthing attention is that these relays need to program in a way that no interference in their performance occur. This programming will lead to the cooperation of the high-current relays. In cooperation of the high-current relays, two factors have to be regulated. One is time regulation and the other is current regulation. Time regulation is responsible for operation time of the relay, and the current regulation identifies the needed current for relay operation.

However, these setting are not possible in a widespread network using a manual method and by use of the common mathematical rules, so these settings should done through an artificial intelligence computer method that leads to optimization of relay coordination. For an optimized coordination, these items should be considered [2]:

- Optimal method
- OF
- Network type
- Nonlinear or linear relay characteristic proportional to TSM

However, the point is that the networks temporarily or permanently experience severe changes and this means that short circuit levels and load currents will change. Therefore, it is necessary that after every change, prior coordination is conducted and if needed, new coordination’s are implemented. In reference [3], optimal solution is made by constraints only. Minimization is inherently included by setting the time dials to minimum and then increasing their values gradually. The protection relay coordination problem, which is highly constrained discrete optimization problem is difficult to solve by conventional optimization techniques [4].

II. OVERCURRENT RELAYS COORDINATION PROBLEM

Overcurrent relays are devices, which have ability to interrupt electricity supply service due to some severe fault. In a modern electrical power system, network interconnection is very complicated. This affects difficulty of key parameter setting of protective relaying devices.
When a total number of overcurrent relays to be coordinated is increased according to a complex transmission network, relay coordination setting is more difficult and cannot be performed by a simple hand calculation. The following is to propose a scheme of digital overcurrent relay coordination based on genetic algorithms. The relay coordination task described in this paper is in form of constrained optimization problems. Before solving such a problem, its objective function and constraints must be defined, accordingly.

A. Overcurrent Relay Characteristics
An overcurrent relay is a typical protective relay that allows a protected load operating within a preset value of the load current. The overcurrent relay is placed at the secondary side of the current transformer. The operating time of the overcurrent relay can vary due to relay type, TMS and magnitude of fault currents. For the inverse time overcurrent relay which corresponds to the ANSI device number of 51, the operating time of the overcurrent relay can be expressed as shown in Equation (1) according to the IEC standard 255–4 [5].

\[ t = \frac{k}{I_{TC}} \times \text{TMS} - 1 \]

(1)

where, \( PSM = I / CT \)

(2)

where, \( \alpha \) and \( \beta \) are arbitrary constant, \( PSM \) is plug setting multiplier, \( CT \) is the current tap setting of the relay, \( I \) is the actual current seen by the relay \( \alpha \) and \( \beta \) are constant.

In this paper, a type of inverse time overcurrent relay is used. Therefore, \( \alpha \) and \( \beta \) can be specified according to the IEC standard as follows.

Table 1. Characteristic of overcurrent relay [5]

<table>
<thead>
<tr>
<th>Type</th>
<th>( m )</th>
<th>( k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal Inverse</td>
<td>0.02</td>
<td>0.14</td>
</tr>
<tr>
<td>Very Inverse</td>
<td>1</td>
<td>13.5</td>
</tr>
<tr>
<td>Extremely Inverse</td>
<td>2</td>
<td>80</td>
</tr>
<tr>
<td>Long-time Inverse</td>
<td>1</td>
<td>120</td>
</tr>
</tbody>
</table>

B. Primary and Backup Relaying Constraints
A primary or main protective device is a relay that is in the nearest position to the fault and must respond to the fault as fast as possible. To achieve a reliable protection system backup, relays are devices, which will be initiated within a certain amount of time after the main relay fails to break the fault. An amount of delay time, called time grading margin, must be added to the main relay operating time. Figure 1 can explain this. Relay \( m \) and \( b \) are the main and the backup relays, respectively. \( F_1 \) and \( F_2 \) are two fault cases seen by both relays. The operating time of the backup relay must be at least the operating time of the main relay plus the time grading margin for every fault case [6].

To generalize backup relaying constraint, Equation (3) is defined as follows:

\[ \Delta t_{mb} = t_b(F_i) - t_m(F_i) - TGM \geq 0, \quad i \in FC \]

(3)

where, \( t_b(F_i) \) is the operating time of the backup relay due to fault \( F_i \), \( t_m(F_i) \) is the operating time of main relay due to fault \( F_i \), \( TGM \) is the time grading margin, 0.3-0.5 sec, and \( FC \) denotes a set of fault cases.

C. Objective Function
To coordinate the protective relaying devices, the operating time of the main relay is minimized. As mentioned in previous subsection, the operating time of backup relay is set as inequality constraints. The objective function used in this paper is given as follows [8, 9].

\[ OF = \alpha_1 \sum (t_i^1) + \alpha_2 \sum (\Delta t_{mb} - \beta_1 (\Delta t_{mb} - \Delta t_{mb}^1))^2 \]

(4)

where, \( \alpha_1 \) and \( \alpha_2 \) are values between 1-2 and \( \beta_1 \) has a value between 100-200.

Table 2. Line information

<table>
<thead>
<tr>
<th>Line</th>
<th>( R ) (pu)</th>
<th>( X ) (pu)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0018</td>
<td>0.0222</td>
</tr>
<tr>
<td>2</td>
<td>0.0018</td>
<td>0.0222</td>
</tr>
<tr>
<td>3</td>
<td>0.0018</td>
<td>0.0222</td>
</tr>
<tr>
<td>4</td>
<td>0.0022</td>
<td>0.02</td>
</tr>
<tr>
<td>5</td>
<td>0.0022</td>
<td>0.02</td>
</tr>
<tr>
<td>6</td>
<td>0.0018</td>
<td>0.02</td>
</tr>
<tr>
<td>7</td>
<td>0.0022</td>
<td>0.0222</td>
</tr>
<tr>
<td>8</td>
<td>0.0018</td>
<td>0.0222</td>
</tr>
</tbody>
</table>

III. AN INTRODUCTION TO PSO ALGORITHM
A. PSO Algorithm
The Particle Swarm Optimization (PSO) algorithm is an efficient algorithm and developed in recent years. PSO is one of the new algorithms invented by Kennedy and Eberhart in 1995 [11]. This algorithm inspired from social behavior of animals such as bird flocking or fish schooling. In comparison with other optimization algorithms, PSO has considerable search for complex optimization problems with faster convergence rate.

B. Algorithm Table 3. Generator information

<table>
<thead>
<tr>
<th>Generator</th>
<th>( R ) (pu)</th>
<th>( X ) (pu)</th>
<th>( V ) (kV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.000001</td>
<td>0.1</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>0.000001</td>
<td>0.1</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>0.000001</td>
<td>0.1</td>
<td>10</td>
</tr>
</tbody>
</table>

As an advantage in programming, PSO requires fewer parameters for regulation than other optimization algorithms. Implementation steps of this algorithm are as follows [12, 15]:
1- Random generating of primary population.
2- Particles fitness calculation respect to their current positions.
3- Comparison current fitness of particles with their best experience:
if \( F(P_i) \geq p_{best_i} \) then \[ \begin{align*} p_{best_i} &= F(P_i) \\ x_{best_i} &= x(t) \end{align*} \] (5)

4- Comparison of the current fitness of particles with the best experience of all particles.

if \( F(P_i) \geq g_{best_i} \) then \[ \begin{align*} g_{best_i} &= F(P_i) \\ x_{gbest_i} &= x_i(t) \end{align*} \] (6)

5- Change the velocity of each particle according to Equation (7):
\[ v_i(t) = v_i(t - 1) + \rho_1(x_{gbest_i} - x_i(t)) + \rho_2(x_{gbest_i} - x_i(t)) \] (7)

6- The particle position change to new position according to Equation (8):
\[ x_i(t) = x_i(t - 1) + v_i(t) \] (8)

7- Algorithm is iterated from step 2 until the convergence is obtained.

Parameters used in the above algorithm are defined as, \( F_i(P_i) \) is the fitness of the \( i \)th particle, \( x_i(t) \) is position of the \( i \)th particle, \( p_{best_i} \) is best fitness of the \( i \)th particle. \( x_{gbest_i} \) is position of the \( i \)th particle related to \( p_{best_i} \), \( g_{best_i} \) is best fitness of all particle in the population, \( x_{gbest_i} \) is position of the particle with the best fitness.

B. General Notes on Implementation of PSO

B.1. Number of Particles

Number of particles in search space is chosen by trial and error method to get better convergence. Since PSO application is relatively based on swarm intelligence, more particles lead to a better response. On the other hand, more particles require more calculations and therefore the method will be time consuming.

B.2. Velocity Limitation

One higher limit for velocity prevents that particles jump with high speed in searching region. Consequently, Space is searched to reach better region accurately. Additionally, this limitation prevents algorithm divergence due to high velocities of particles. After updating velocity vector, following conditions are checked:

if \( V_i(t) \geq V_{max} \) then \[ V_i(t) = V_{max} \] (9)

if \( V_i(t) \leq -V_{max} \) then \[ V_i(t) = V_{max} \] (10)

The maximum value of velocity is selected with respect to change of position vector parameters. However, researches have shown that if the Equation (11) is applied for updating velocity vector, it doesn’t require checking previous conditions [10, 13, 14].

\[ v_i(t) = k_v(t - 1) + \rho_1(x_{gbest_i} - x_i(t)) + \rho_2(x_{gbest_i} - x_i(t)) \] (11)

\[ k = 2\left[2 - \rho - \sqrt{\rho^2 - 4\rho}\right], \quad \rho = (\rho_1 - \rho_2) > 4 \] (12)

B.3. Inertia Weight

This parameters controls effect of previous velocity on current velocity. Its large certainly causes wide search space and vice versa. Implementation of inertia weight can be done by using of Equation (13):
\[ v_i(t) = \phi v_i(t - 1) + \rho_1(x_{gbest_i} - x_i(t)) + \rho_2(x_{gbest_i} - x_i(t)) \] (13)

Preliminarily inertia weight is initialized by 1 value and reduce along algorithm [14, 16, 17].

<table>
<thead>
<tr>
<th>PSO parameters</th>
<th>Value</th>
<th>PSO parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha_1 )</td>
<td>1</td>
<td>( \beta )</td>
<td>100</td>
</tr>
<tr>
<td>( \alpha_2 )</td>
<td>2</td>
<td></td>
<td>particle</td>
</tr>
<tr>
<td>( \beta )</td>
<td>150</td>
<td></td>
<td>iteration</td>
</tr>
</tbody>
</table>

IV. IMPLEMENTATION OF PSO ALGORITHM

When an error occurs both the primary and backup relays sense it. In this case, the main relay will operate faster backup relay, because the Main relay operating time is less than backup relays. Therefore, the purpose is that calculating the operating time of relays in backup and main mode. The difference this time is that the standard should be the main relay and backup relay is about 0.3-0.5. Therefore, objective function is proposed in Equation (4).

In Equation (1) \( k \) and \( m \) will depend on the type of Relay. Therefore, finding the suitable TMS and acquiring the smaller \( t \) for gaining the minimum amount of will be the objective of implementing the simulation by PSO. It is apparent that the information acquired will be valid unit of \( I_0, I_s \) in network remain constant [7].

Accordingly, for any change in amount of parameters of the network, new calculations for any relay should be conducted. This means that network should continuously be reviewed and analyzed and in case of a need, new setting are implemented [18]. As a solution to this problem the problem dimension will be equal to the number of relay, accordingly number of TMS, relay will be calculated and after each implementation, changes will again be checked by pattern that is being shown in Figure 2.
Table 6. Generator information

<table>
<thead>
<tr>
<th>Main relay</th>
<th>Backup relay</th>
<th>Primary relay SC current</th>
<th>Backup relay SC current</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>2665</td>
<td>2665</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>5352</td>
<td>1522</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>5352</td>
<td>800</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>3118</td>
<td>3318</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>2215</td>
<td>2215</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>1335</td>
<td>1335</td>
</tr>
<tr>
<td>6</td>
<td>14</td>
<td>4953</td>
<td>1518</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>4953</td>
<td>404</td>
</tr>
<tr>
<td>7</td>
<td>13</td>
<td>4221</td>
<td>709</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>4221</td>
<td>400</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>4949</td>
<td>1512</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>4949</td>
<td>404</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>1425</td>
<td>1425</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
<td>2321</td>
<td>2316</td>
</tr>
<tr>
<td>11</td>
<td>12</td>
<td>3465</td>
<td>3465</td>
</tr>
<tr>
<td>12</td>
<td>14</td>
<td>5355</td>
<td>1524</td>
</tr>
<tr>
<td>12</td>
<td>13</td>
<td>5355</td>
<td>801</td>
</tr>
<tr>
<td>13</td>
<td>8</td>
<td>2473</td>
<td>2473</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>4221</td>
<td>789</td>
</tr>
<tr>
<td>14</td>
<td>9</td>
<td>4221</td>
<td>400</td>
</tr>
</tbody>
</table>

Table 7. The PSO output

<table>
<thead>
<tr>
<th>Relay</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>TMS_1</td>
<td>0.1</td>
</tr>
<tr>
<td>TMS_2</td>
<td>0.15</td>
</tr>
<tr>
<td>TMS_3</td>
<td>0.5</td>
</tr>
<tr>
<td>TMS_4</td>
<td>0.25</td>
</tr>
<tr>
<td>TMS_5</td>
<td>0.05</td>
</tr>
<tr>
<td>TMS_6</td>
<td>0.1</td>
</tr>
<tr>
<td>TMS_7</td>
<td>0.25</td>
</tr>
<tr>
<td>TMS_8</td>
<td>0.35</td>
</tr>
<tr>
<td>TMS_9</td>
<td>0.1</td>
</tr>
</tbody>
</table>

V. SIMULATION RESULTS

A. Network and Protection Information

Figure 3 consists of 7 lines, 9 buses and 3 transformer and 3 generator. It is assumed that all the lines are protected by overcurrent relays and the overcurrent relays are normal inverse type. It is also assumed that TSM’s of the relays are discrete and TSM’s varies from 0 to 1 in steps of 0.05. The information data of the network is given in Tables 2 to 4. R (pu) and X (pu) are based on 100 MVA and 150 kV. For acquiring the short circuit current, we have to implement the short circuit for all the possible modes for primary and backup relays.

B. PSO Information

The control parameters of PSO are listed in Table 5.

C. Results and Discussion

The results of the case study and simulation that are not based DG connected to bus 4. In Table 6 measurement units for both the primary and backup relays current are Amperes. After applying PSO, results obtained in Table 7. Then entered the DG and the results are shown in Table 8. It can be seen that there are large variations in network.

Now if we assume that the network fault occurs with prior setting, as an example the currents of relays will be changed. So for doing this, we have to review the relays coordination for the new simulation, it is investigated that whether the amount of changes can transform the relay coordination or not. In this case, it is completely true, so the coordination is calculated with PSO again and is implemented. Finally, the function is as Equation (4).

Figure 3. Sample network contains 9 buses
Table 8. Generator information

<table>
<thead>
<tr>
<th>Main relay</th>
<th>Backup relay</th>
<th>Primary relay SC current</th>
<th>Backup relay current</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>3590</td>
<td>3595</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>6303</td>
<td>2147</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>6303</td>
<td>1129</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>3700</td>
<td>3700</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>5238</td>
<td>2208</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>3262</td>
<td>3262</td>
</tr>
<tr>
<td>7</td>
<td>14</td>
<td>6045</td>
<td>2109</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>6945</td>
<td>1809</td>
</tr>
<tr>
<td>9</td>
<td>13</td>
<td>5930</td>
<td>1098</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>5930</td>
<td>1904</td>
</tr>
<tr>
<td>11</td>
<td>7</td>
<td>6908</td>
<td>2134</td>
</tr>
<tr>
<td>12</td>
<td>9</td>
<td>6908</td>
<td>1747</td>
</tr>
<tr>
<td>13</td>
<td>10</td>
<td>3335</td>
<td>3335</td>
</tr>
<tr>
<td>14</td>
<td>11</td>
<td>5338</td>
<td>2109</td>
</tr>
<tr>
<td>15</td>
<td>12</td>
<td>3854</td>
<td>3854</td>
</tr>
<tr>
<td>16</td>
<td>13</td>
<td>6263</td>
<td>2120</td>
</tr>
<tr>
<td>17</td>
<td>14</td>
<td>6263</td>
<td>6263</td>
</tr>
<tr>
<td>18</td>
<td>13</td>
<td>3322</td>
<td>3322</td>
</tr>
<tr>
<td>19</td>
<td>14</td>
<td>5885</td>
<td>5885</td>
</tr>
<tr>
<td>20</td>
<td>9</td>
<td>5885</td>
<td>1744</td>
</tr>
</tbody>
</table>

Table 9. PSO Output

<table>
<thead>
<tr>
<th>Relay</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>TMS1</td>
<td>0.1</td>
</tr>
<tr>
<td>TMS2</td>
<td>0.1</td>
</tr>
<tr>
<td>TMS3</td>
<td>0.15</td>
</tr>
<tr>
<td>TMS4</td>
<td>0.05</td>
</tr>
<tr>
<td>TMS5</td>
<td>0.3</td>
</tr>
<tr>
<td>TMS6</td>
<td>0.15</td>
</tr>
<tr>
<td>TMS7</td>
<td>0.2</td>
</tr>
<tr>
<td>TMS8</td>
<td>0.3</td>
</tr>
<tr>
<td>TMS9</td>
<td>0.25</td>
</tr>
<tr>
<td>TMS10</td>
<td>0.1</td>
</tr>
<tr>
<td>TMS11</td>
<td>0.25</td>
</tr>
<tr>
<td>TMS12</td>
<td>0.05</td>
</tr>
<tr>
<td>TMS13</td>
<td>0.25</td>
</tr>
<tr>
<td>TMS14</td>
<td>0.15</td>
</tr>
</tbody>
</table>

VII. CONCLUSIONS

This paper described the use of the PSO search method to coordinate the overcurrent relaying system. In this paper, a 9-bus test power system with fourteen relays is tested. The results show that the overcurrent coordination is correct while the network has not changed. However, after each main change in network like omission of a set of loads, etc. As it was mentioned, the changes in network can change all the settings of the relays and accordingly the network should be reviewed so that if needed new settings in relays are implemented. This review should be done by equipment such as PMU so that the network is analyzed online.

NOMENCLATURES

I: The actual current seen by the relay
α and β: The arbitrary constant
PSM: The plug setting multiplier
CT: The current tap setting of the relay
\( t_b(F_i) \): The operating time of the backup relay
\( t_m(F_i) \): The operating time of the main relay
\( F(P_i) \): Fitness of the \( i \)th particle
\( x_i(t) \): Position of the \( i \)th particle

\( \text{pbest} \): Best fitness of the \( i \)th particle
\( \text{xpbest} \): Position of the \( i \)th particle related to \( \text{pbest} \)
\( \text{gbest} \): Best fitness of all particle in the population
\( \text{xbest} \): Position of the particle with the best fitness
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