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Abstract- Machine learning and its applications emerge as 

remarkable methods used frequently in medical diagnosis 

with quite successful results. In this regard, we expect that 

this study on the diagnosis of various liver diseases using 

machine learning will facilitate the decision-making 

process for doctors and help them diagnose the disease in 

a fast and effective manner. 
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I. INTRODUCTION 

Diagnosis is one of the primary problems in medicine. 

There is a large amount of data that doctors need to 

evaluate, given the wide range of probabilities. 

 

A. Statistics of Liver Diseases 

Certain types of liver diseases are highly contagious 

and quite dangerous. Contagious liver diseases (especially 

Hepatitis types) are observed worldwide and pose a serious 

threat to humanity. 

In this regard, here is some striking information based 

on statistics [1][2]: 

• Every year 38.170 people die because of liver diseases in 

the USA. 

• Liver cancer is the second most deadly type of cancer 

after lung cancer. 

• 14 million new Hepatitis cases appear each year. 

• There are approximately 350 million chronic Hepatitis B 

patients around the world, and only in Europe 36.000 

people die because of chronic Hepatitis B each year. 

 

B. Suggested Solution 

Recent literature on machine learning and data mining 

points to the potential use of these methods in medical 

diagnosis [3-10]. 

We have developed an interface which analyzes 

laboratory test results with machine learning techniques 

and spots variables that are most useful for an accurate 

diagnosis. 

Thus, a database based on most frequently used data 

related to liver diseases is created and an interface to 

facilitate doctor’s diagnosis process through “Decision 

Tree” is developed. In this interface, results can be 

gathered in the form of percentages after entering the 

patient’s data. After viewing the results in percentages, 

doctors can make their decisions based on more 

compelling tests and they can add new test results to the 

interface. 

A decision tree is designed to be used in the diagnosis 

of 14 different liver diseases, whose schematic is given in 

(Figure 1). It consists of 71 different analysis results 

including demographic data, physical examination, 

laboratory tests, symptoms, radiological imaging, liver 

biopsy and unclassified data. After the doctor chooses the 

appropriate options on the interface, results are created 

from a narrower pool of probabilities. 
 

II. DECISION TREE DATA 

Many different factors may cause liver diseases such as 

alcohol consumption, bacteria or viruses, or immunity 

system problems. The analysis data chosen to be used for 

the decision tree is picked among those that are most 

frequently seen and are highly possible to overlook.  
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Figure 1. Schematic of decision tree for diagnosing liver diseases 

 

Table 2 shows various data samples that include 5 of 

the 7 different test categories chosen for 14 different liver 

diseases with the meanings given in Table 1. On this table, 

7 important sets of data are chosen to be shown to present 

a sample from a pool of 71 sets of data in total. The data 

on the table is interpreted in the following way: a positive 

test result shows the influence of the related test on the 

diagnosis of the disease. For example, “2” signifies the 

influence of the positive status of “Alt elevation” on 

“Acute Hepatitis B” disease.  4 different data sets are used 

to determine the influence. These data sets and their 

meanings are as Table 1. 
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Table 1.  Data set meanings 
 

Data Set Meanings 

No Effect No Effect 

0 None Existent 

1 Disease 

2 Probable Disease 

 

In addition, the difficulty level of each test category 

and a coefficient determined according to the difficulty 

level are presented. The influence of the test results on 

disease diagnosis is determined according to these 

coefficients. Since liver biopsy is the most difficult and 

expensive compared to the laboratory tests, the disease 

diagnosis coefficients will have strong influence on the 

accuracy of the disease diagnosis. A coefficient is assigned 

to each category after all data on the table is evaluated in 

terms of processing difficulty and expenses. 

 

Table 2. Sample data 
 

 Laboratory Tests Signs and Symptoms Physical Examination Radiological Imaging Liver Biopsy 

 
ALT 

elevation 
Hemolysis 

Ulcerative 

colitis 
Cholangitis Ascites 

Hepatic steatosis by 

radiologic imaging 

Pericentral steatosis 

in liver biopsy 

Acute Hepatitis B 2 0 0 0 0 no effect 0 

Chronic Hepatitis B 2 0 0 0 2 no effect 0 

Chronic Hepatitis C 2 0 0 0 2 no effect 0 

Chronic Hepatitis B+D 2 0 0 0 2 no effect 0 

Acute Hepatitis A 2 0 0 0 0 no effect 0 

Autoimmune Hepatitis 2 0 0 0 2 no effect 0 

Nonalcoholic Fatty Liver 

Disease 
2 0 0 0 2 1 1 

Alcoholic Liver Disease 2 0 0 0 2 1 1 

Hemochromatosis 2 0 0 0 2 no effect 0 

Wilson Disease 2 2 0 0 2 no effect 0 

Primary Biliary Cirrhosis 2 0 0 0 2 no effect 0 

Secondary Biliary 

Cirrhosis 
2 0 0 1 2 no effect 0 

Primary Sclerosing 

Cholangitis 
2 0 1 1 2 no effect 0 

Cirrhosis 2 no effect 2 2 1 2 no effect 

A. Main Reasons for Using Decision Tree Algorithm 

Decision Tree algorithm is used to make diagnosis 

easier. The main reasons for using this algorithm are: 

• It is simple to understand and interpret. A simple 

explanation is enough for people to understand the results 

of decision tree learning. 

• It requires a quick preprocessing. The data can become 

ready for use with much less processing compared to many 

other alternative techniques. The preprocessing phase 

takes less time and is simpler compared to other alternatives. 

• It can be used to process both quantitative and categorical 

data. Most machine learning algorithms are useful either 

for quantitative applications or for categorization problems 

whereas decision tree learning can be used in both fields. 

• It uses white-box model. In the white-box model, which 

is an approach used in software engineering, each step can 

be monitored and interpreted, whereas in black-box model, 

which is also a software engineering application, machine 

learning is based more on the artificial neural network. 

Although the latter allows for the interpretation of input 

and output, it makes it impossible to monitor and interpret 

the internal dynamics of the system step by step. 

• It offers low computational complexity. It can process a 

large amount of data more quickly because of its simplicity 

and its speed compared to the alternative methods, which 

makes it much more preferable when the amount of data to 

be processed is larger. 

 

III. DECISION TREE INTERFACE 

The data set that is used to create the decision tree is 

presented to the doctor through the interface. The aim is to 

help the doctor to diagnose the disease fast and accurately, 

starting with the simplest and the most cost-efficient 

procedure. The ranking below is created taking into 

account the cost and difficulty of the application with its 

effect on the result: 

- Demographic Data Entry 

- Physical Examination 

- Determining the Symptoms 

- Laboratory Tests 

- Radiological Imaging 

- Liver Biopsy 

- Unclassified Data 

The doctor is expected to start from the simplest 

procedure and move to more difficult ones. The 

coefficients of the tests and the physical examination are 

ranked according to their difficulty levels. 

In the light of the data that is entered, a graphic chart 

which lists possible diseases with their probability rate is 

created. By adding new and more efficient test results to 

the data, it becomes possible to narrow down probable 

diseases and increase the chance of reaching the correct 

diagnosis. 

To present an example for the application of this 

method, the diagnosis process of a patient is broken down 

to steps. As the first step, a male patient under 40 showed 

no symptom of disease in the physical examination. It is 

decided to run laboratory tests, and “HFE Gene Mutation” 

is found. 

Once the related data is entered in the interface (Figure 

2), it is shown that there are two probable diseases: 

Cirrhosis, with the probability rate of 66.7%, and 

Hemochromatosis, with the probability rate of 33.3% (+). 
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Figure 2. Use of application step 1 

 

 
 

Figure 3. Use of application step 1 result 

 

As the second step, it is decided to do “Radiological 

Imaging”, and “Hepatic steatosis” is found (Figure 4). 

Once the related data is entered into the interface, it is 

shown that there are two probable diseases: Cirrhosis, with 

the probability rate of 73.5%, and Hemochromatosis, with 

the probability rate of 26.5% (Figure 5). 

As the third step, it is decided to run a “Liver Biopsy” 

for a more reliable diagnosis, and “Pericentral steatosis” is 

found (Figure 6). Once the related data is entered in the 

interface, it is shown that the disease is Cirrhosis with a 

probability rate of 100% (Figure 7). 
 

 
 

Figure 4. Use of application step 2 

 
 

Figure 5. Use of application step 2 result 

 

 
 

Figure 6. Use of application step 3 

 

 
 

Figure 7. Use of application step 3 result 

 

IV. CONCLUSION 

Symptoms of liver diseases are difficult to recognize 

and identify. More and more people suffer from liver 

diseases, yet they may not be aware of it. They are unable 

to identify the symptoms. This makes accurate diagnosis 

difficult for the doctor, which may result in incorrect 

treatment. Hence, an accurate diagnosis is essential to 

provide the correct and necessary treatment. 

This study has used machine learning as an analytical 

tool for the purposes of medical diagnosis and yielded 

effective positive results. It offers doctors considerable 

help in diagnosis while at the same time reducing the need 

for additional medical procedures. 
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The objective is to make the necessary improvements 

and additions so that the application and the interface can 

be used in real patient cases. The decision tree uses the 71 

tests and narrows down the 14 probable diseases. It gives 

the most probable disease as the output.  

This application is aimed to be used in real patient 

cases, and is the first step towards improving the success 

rate of diagnosis. It is also the first step towards the 

possibility of interpreting a broad spectrum of disease and 

test data as a whole.  
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