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Abstract- When an organization's primary focus is on 

providing customer-based services, employee churn is a 

huge problem. Customers have a strong inclination to 

churn and move to a competitor's product or service, 

which makes operating in highly saturated marketplaces 

even more stressful. We're looking for churners, but we 

also want to make sure the company remains profitable. 

As a result of this research, an MPDS (multi-level profit-

driven stacking model) has been developed, which can be 

used to forecast customers who will leave. As a result of 

the multi-level model, even the most complex sets of data 

may be handled with ease. Using real-time churn 

prediction data, researchers tested the recommended 

MPDS model. The result found that it performs well, 

producing its model for usage in real-time surroundings.    

 

Keywords: Prediction of Churn, Stacking, Multi-Level 

Modeling, Profit-Driven Modeling, Behavior-Based 

Modeling. 

 

1. INTRODUCTION                                                                         

Because of the fierce rivalry for clients, customer-

based markets are always a step ahead. Online strategies 

for customer retention and acquisition have played an 

important role in these markets' recent growth. Many 

industries, such as telecommunications, have reached 

saturation point, with over 90% of users tied to a single 

service provider [1]. The pressure on organizations 

functioning in saturated marketplaces is enormous, as 

enticing offers from competing providers might be 

critical points for clients to quit their existing provider 

[2]. While resources are devoted to luring in new clients, 

keeping existing clients is a problem that must be 

overcome. New customer acquisition is more expensive, 

according to the research [3]. Instead, then spending 

money on a possible new consumer, it makes sense to 

provide better deals to existing customers and increase 

the likelihood that they will stick around. Customer 

retention initiatives are also conducted by organizations 

on a regular basis to help with this [4]. Identifying 

churners from a large customer base is the primary goal 

of customer retention program. 

Organizations utilize prediction-based modeling tools 

to effectively identify potential churners [5]. In order to 

identify likely churners, behavioral and historical data 

about customers is collected. The majority of existing 

models use accuracy as a criterion for assessing the churn 

prediction model's efficacy. For a company, however, 

profit is critical in determining the performance of 

models since successful retention efforts must identify 

consumers who leave because they are not profitable [6]. 

High-risk consumers would be a waste of time 

because they are slow to respond [7]. So, advertising to 

keep clients should be aimed at the right ones [8]. If you 

want to build a churn prediction model that works, you 

need to separate out those customers who will not revert 

from those that will [9]. It is also critical to identify 

customers at the right time, as waiting a longer period of 

time increases the likelihood of losing customers. This 

article suggests a churn prediction model that considers 

all of the above criteria to produce an effective and 

profitable business model. The other units are organized 

as follows: section 2 has a literature analysis of existing 

churn prediction models; section three contains an in-

depth look at the MPDS architecture.  The fourth section 

of the chapter will reveal the discussion. The next chapter 

will conclude the results to deliver a sufficient and profit-

oriented churn forecast model. 
 

2. INTERCONNECTED WORKS 

Churn forecasting is an important aspect of every 

business's operation. As a result, it is being deployed and 

used in a variety of businesses. This section discusses 

some of the extant works in the literature. Hoppner, et al. 

[10], presented a churn forecast for assessment tree-based 

replica that focuses on raising the levels of organizational 

benefit in the process rather than predicting churn itself. 

This study implements the profit-maximizing 

determination trees that specify the most beneficial to be 

churners, and it also contributes to the provision of 

retention mechanisms by improving the outcomes of 

retention campaigns, among other things. Profit levels are 

calculated on the basis of accuracy metrics and other 

factors. When Verbraken and colleagues published their 

churn prediction model [11], they included the metric 

Expected Maximization Profit for Customer Churn 

(EMPC), which can be used to identify profitable clients.  
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In addition, the model identifies the most suitable 

subset of the client floor to mark for the retention 

movement to be adequate. An Alboukaey, et al. [12] 

prediction model for mobile telecom churn that takes into 

account the temporal character of the data during the 

forecast process has been developed. This model 

monitors the behavior of customers on a continuous basis 

in order to detect changes in their behavior. These 

modifications are widely regarded as the most important 

markers of customer attrition. It is only by precisely 

identifying them that retention initiatives can be targeted 

at churners at the appropriate moment, resulting in 

enhanced results. There have been several models in the 

literature that have been developed on the basis of finding 

behavioral patterns from the input data in order to make 

good churn predictions.  

Vafeiadis, et al. [13] developed an aggregation-based 

model, whereas Castanedo, et al. [14] developed a period-

based model, and Hung, et al. [15] generated a churn 

prediction standard to anticipate client churn. Ozmen, et 

al. [16] provided a model for predicting churn in the 

telecom industry that makes use of ant colony 

optimization. An ant colony optimization model for churn 

prediction is used in this work to develop a multi-

objective technique that is cost-sensitive and created 

using an ant colony optimization model. This model 

performs cost-based processing and takes into account a 

number of different process objectives. Given the 

complexity of neural networks and their ability to operate 

on data depending on user behavioral patterns, they have 

been applied in a variety of fields.  

In addition to the neuro-fuzzy model developed by 

Abbasimehr, et al. [17], other churn prediction models 

that have been developed include the comparison model 

developed by Vafeiadis, et al. [18]. The Clement, et al. 

[19] and the Omar, et al. [20]. As deep learning has 

gained in popularity, churn prediction models have been 

developed for use in the deep learning architecture as 

well as other architectures. Cenggoro, et al. [21] 

presented a deep learning architecture for churn 

prediction that was based on machine learning. In order 

to make predictions, this model makes use of deep 

learning as well as vector embedding techniques. The 

vectors generated by this model were shown to have 

extremely high discriminating levels between churners 

and non-churners, indicating that they were highly 

successful. 

Kostic, et al. [22] suggested a theory-based grid 

instance for churn prediction, and it was based on their 

findings. The users of the network are represented as 

graph nodes. As a result, each node represents the 

customer's entire set of characteristics. They are used to 

determine the relationship between users, their behavioral 

characteristics, and their likelihood to churn. Richter, et 

al. [23] offered a social group-based approach that is 

similar to the one described above. Wei, et al. [24] 

established a call-based model for churn prediction that 

was based on call volume. In order to anticipate churn, 

this model makes advantage of call information as critical 

components.  

Amin, et al. [25] established a three-phase model for 

predicting turnover in the financial services industry. In 

order to determine churn, this research makes use of a 

feature selection method, a knowledge-based system, and 

a simulated expert module. The following are examples 

of machine learning models-based churn prediction 

models: an analysis-based model developed by Kavitha, 

et al. [26] and a Logistic Regression-based model 

developed by Jain, et al. [27]. Churn prediction public 

Telecom Dataset is provided in [28]. Using 

heterogeneous ensemble stacking and minority 

upliftment, Sivasankar, et al. [29] proposes a churn 

prediction model that is more effective than the 

traditional method. An intelligent enterprise's guide to big 

data analytics is discussed in [30] It shows that this 

notion is a set of data analysis that drives and deploys 

future company strategy. Likewise, the research also 

provided deep learning as one method to deal with 

standard data processing technique limits encountered 

with enormous data. NOx emissions in Iran are analysed 

using Genetic Algorithms (GA), Particle Swarm 

Optimization (PSO), and Ant Colony Optimization 

(ACO) methodologies. The NOx emission prediction 

using GA, PSO, and ACO linear and nonlinear equations 

are presented in [31]. 

  

3. MULTI-LEVEL PROFIT DRIVEN STACKING 

(MPDS) MODEL 

Churn prediction is a complex process that involves 

effective identification of a customer’s behavior. 

Customer behavior tend to vary considerably in nature. 

Hence, effective identification requires models that can 

handle the complex data to provide improvement in the 

prediction process. The proposed Multi-Level Profit 

Driven Stacking (MPDS) model proposes two layers of 

processing to perform this process. The initial layer 

performs cost ratio identification for models, and the 

second layer contains two level stacking model that 

provides highly effective predictions. 

 

3.1. Preprocessing and Segregation of Data 

Typical input data for the churn prediction method 

includes customer usage levels as well as payment 

information for each individual customer. Using publicly 

available churn prediction data [28], we were able to 

extract this information. The dataset consists of 3,333 

records that were gathered from different clients. There 

are 21 attributes in total in the data set. The churn class 

attribute has the value true or false, and it is a Boolean 

attribute. The information is comprised of a blend of 

categorical and numerical characteristics. The qualities 

are defined in more significant detail in Table 1. 
 

Table 1. Depiction of quality 
 

Quality and 

Attribute Model 

Types of 

Data 

Attribute Selection 

Process 

Types of Data 

Identified 

Position Categorical 
Number of evening 

calls 
Numerical 

Length of Account Numerical 
Number of evening 

signs 
Numerical 

Locality code Numerical 
Number of night 

minutes 
Numerical 
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Phone number Categorical 
Number of night 

calls 
Numerical 

Global plan Categorical 
Number of night 

charge 
Numerical 

Voice mail plan 

and process 

messages 

Categorical 

Total global 

minutes and call 

process 

Numerical 

Number voice mail 

messages 
Numerical 

Total global valid 

call process 
Numerical 

Number of day 

minutes 
Numerical Total global charges Numerical 

Number of day 

calls 
Numerical 

Consumer service-

based process 
Numerical 

Number of day 

charge 
Numerical Mixing Boolean 

Number of evening 

minutes 
Numerical Churn Boolean 

 

3.2. Model Based Profit Identification 

The initial process in this work is to determine the 

efficiency of each of the classifier models in terms of the 

cost levels incurred by them. Most of the churn prediction 

model are based on providing good performance by 

providing improved metrics. However, metrics do not 

correspond to increased profits in all cases. Hence it 

becomes necessary to consider profit levels along with 

the metrics, when performing predictions for 

organizations. Profit levels cannot be directly calculated. 

They are identified as a function of cost, which is the 

level of loss incurred due to losing a customer. Cost 

levels are inversely proportional to profit. Higher cost 

leads to reduced profit and vice versa. The cost matrix 

[29] used in this work is exposed in Table 2. 

 
Table 2. Levels of matrix and process of cost [29] 

 

Actual 
 

Predicted 
Churn 

Not 

Churn 

Churn 
( ) (1 )( )o a ac c CLV c + + − +  

[CTP] 

co + ca 

[CFP] 

Not Churn 
CLV 

[CFN] 

0 

[CTN] 

 

where,  provides the ratio of customers who were 

successfully retained, co and ca depicts the cost of the 

offer and the cost incurred for administrative 

maintenance. The matrix presents the cost of predicting a 

True and False Positive and True and False Negative like 

( ), ( ), ( )TP FP TNC C C and ( )FNC . 

the final cost for a model i is given by Equation (1) [29]. 

Cos ( (1 ) )

(1 )( (1 ) )

FNiTP

FPi TNi

i i i i i

i i i

t y c C c C

y c C c C

= + − +

+ − + −
 (1)                                                                                                                                               

Besides ci and yi are the predicted and mentioned 

actual class labels by specify model i, CTP, CFP, CTN, CFN 

and it was acquired from the price matrix. 

Model significance identified the set by the cost levels 

exhibited by the classifier models. The models are trained 

and predicted over the training data. Based on the 

predictions cost for each model is calculated. This cost 

represents the absolute value. Cost ratio of a model m is 

determined by Equation (2). 

0max ( )

m
m i

x

Cost
CostRatio =

Cost
 (2) 

This represents the inversed significance of the 

models. Higher cost ratio denotes lower significance.  

 

3.3. Level 1 Stacking Model Building 

The proposed work operates on three heterogeneous 

models; decision tree model, logistic regression model 

(LRM) as well as naive bayes classifier (NBC). Decision 

tree is a tree-based classifier model, while naive bayes is 

probability based, and logistic regression is rule based 

models. The variations in models ensure efficiency and 

better rule building capability of the models. The models 

are trained and predicted over the training data. The 

proposed stacking model comprises of two levels; the 

initial level uses the training data for model building, 

while the second level model uses predictions from the 

first level for model building. The training data is passed 

to the heterogeneous models for model building. The 

validation data is passed to the trained models and 

predicted. Results from the validation data are integrated 

along with the class column depicting the status of churn. 

The cost ratio obtained from the previous phase is 

multiplied with the predictions, and the training data for 

the level 2 phase is obtained. 

 

3.4. Level 2 Model Building and Prediction 

The level 2 modeling phase uses logistic regression as 

the training model. This phase operates by analyzing 

predictions from the previous model, and does not 

consider the actual data into the processing. Hence, this 

level performs a stacking-based operation. This phase 

requires a model that exhibits rule-based analysis, as the 

input data is mostly linear in nature. Since the problem 

domain corresponds to binary classification, logistic 

regression is selected for processing. The preparation data 

built from the previous model is used for model training. 

Final predictions are performed by passing the test data to 

the first level of models. Predictions are obtained from all 

the models, and the predictions are multiplied with the 

corresponding profit levels of each of the models. The 

obtained set is passed to the second level logistic 

regression model, which provides suitable predictions.  

 

4. FINDINGS, RESULTS AND DISCUSSION 

MPDS measure has been executed using scikit library 

through Python. This Performance obtained for the 

MPDS model is presented in Table 3. The MPDS model 

has been observed to exhibit high performance levels, 

with overall accuracy of 98%, and low error levels.  

 
Table 3. Performance of MPDS model 

 

Techniques and Formations Model of MPDS 

False Positive 0.01 

True Positive 0.93 

True Negative 0.99 

False Negative 0.07 

Evoke 0.93 

Accuracy 0.95 

Precision 0.98 

F-Measure 0.94 
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Figure 1 shows the Receiver Operating Characteristic 

arc depicting from churn forecast level of MPDS replica 

is presented in chart. ROC curve depicts the relationship 

between the true positive rate, which represents the churn 

prediction levels, and the false positive rate, which 

represents the level of non-churners predicted as 

churners. High levels of positive rate of true value and 

low levels of positive rate of false value are indicative of 

effective classifier models. The node of the graph is 

located on the top left part, which indicates that the model 

depicts high TPR and low FPR levels. This indicates that 

the MPDS model exhibits very low error levels and very 

high churn prediction level. 
 

 
Figure 1. ROC of MPDS model 

 

Figure 2 shows the Precision-Recall (PR) curve 

depicting the presentation of required MPDS model in 

conditions of accuracy and evoke is shown in figure. This 

approach could be experiential because the arc indicates 

high accuracy and recollection groups. Both precision 

and recall represent performance levels of the model in 

identifying churners. High levels in both these metrics 

indicate that the MPDS model can be used in effective 

identification of churners. 
 

 
Figure 2. PR Arc of MPDS model 

 

A performance comparison is done with model by 

Cenggoro, et al., [21]. Comparison is performed based on 

accuracy and F1-Score. Both are aggregate measures 

representing the overall performance of the models. 

Graph in Figure 3 shows that the MPDS model exhibits 

better performance compared to Cenggoro et al. This 

indicates the efficiency of performance of the proposed 

model.  

     
Figure 3. Performance Comparison of MDPS Model 

      

A tabulated view of the performance is presented in 

Table 4. The MPDS model demonstrations 9% enhanced 

precision levels, as well as 13% enhanced F1 connected 

Score, representing that required MPDS model exhibits a 

huge advantage over Cenggoro, et al. in effectively 

identifying churners.  

 
Table 4. Performance comparison of MPDS 

 

 MPDS (proposed) Cenggoro, et al. [21] 

Precision 0.98 0.897 

Score and levels of F1 0.94 0.810 

 

5. CONCLUSION 
Churn prediction is a major component in any 

customer related organization dealing with B2C type of 

transactions. According to research, gaining a new 

customer is costlier compared to maintaining an existing 

customer. Hence, reducing churn levels is highly 

beneficial to any organization. This work presents the 

Multi-Level Profit Driven Stacking (MPDS) model for 

effective prediction of churners. The required model has 

its significant concentration on enhancing the profit levels 

of organizations, hence making them usable in real-time. 

Comparison with existing model in literature indicates 

that the MPDS model exhibits a huge advantage over the 

predictions. Prediction accuracy of the MPDS model has 

been observed to be 11% higher, and F1-Score has been 

observed to be 13% higher than the compared model. 

This indicates that the MPDS model exhibits an edge 

over the model proposed by Cenggoro et al. in effectively 

classifying the churners. Future enhancements of the 

model can be based on effective building of training data 

by identifying and extracting behavior patterns from the 

base data. This makes the data highly qualitative, hence 

resulting in better predictions. 
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